
Week 10 Worksheet Solutions
Fine Structure and Variational Principle

Jacob Erlikhman

November 1, 2024

Exercise 1. Broken Symmetries. In classical mechanics, 1
r

potentials have an additional conserved quan-
tity that is rarely covered in introductory courses. This quantity is called the Runge-Lenz vector, and it is
given by

F D
1

m
p � L �




r
r;

where 
 is the constant associated to the potential V.r/ D �
=r , e.g. 
 D e=4�"0 or 
 DMG.

a) If we replace all the classical dynamical variables in the above expression by quantum operators,
explain why the result is ambiguous.
Hints: When we upgrade L D r �p to a quantum operator, note that L D �p�r as operators. Why?
Does p � L D �L � p as operators?

b) It turns out1 that the correct quantum mechanical version of F is

F D
1

2m
.p � L � L � p/ �




r
r:

It can be shown in a lengthy computation that ŒH;F � D 0, where H is the hydrogen atom hamilto-
nian (please try this at home), so F is a symmetry of the hydrogen atom. In fact, F is responsible for
the “accidental” degeneracy in `. Show that ŒF ;L � S� is not zero, so that fine structure breaks this
symmetry (note(!) that ŒL � S; L2� D 0). This explains why the degeneracy in ` disappears once we
consider fine structure effects.

c) Show that ŒF ; p4� ¤ 0 either, so this explains why the relativistic correction lifts the degeneracy in `.

a) This is because p � L ¤ �L � p, so it is unclear how to upgrade p � L to a quantum operator such
that it behaves in the quantum mechanical world as the symmetry we expect classically (e.g. obeys

1The way you would prove this is by matching Poisson bracket relations with F in classical mechanics to corresponding
ones in quantum mechanics (upgrading the Poisson brackets to commutators). This would then allow you to determine the right
combination of p � L and L � p to take.
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quantum analogous of Poisson bracket relations in classical mechanics). To see this, write the cross
product in index notation:

.p � L/k D "ijkpiLk D "ijkpi"klmrlpm:

Since the commutator

Œpi ; rl � D �i„ıil ;

we see that the above expression is not the same as

"ijk"klmrlpmpi :

Indeed, in the sum we will at some point end up with terms where l D i .

b) First Solution: We can try to analyze the first term of F . Note that we need only analyze either the
p � L terms or the potential term, since commutators of ri and pj can only add factors of i„. Since
these will never be factors of m=
 or 
=m, the commutators of L � S with the first terms will never
cancel those with the last term. Let’s go ahead with this. First, note that if we write (using the triple
product identity)

p � L Drp2 � p.r � p/;

the actual expansion of quantum operators will differ from this by some integer number of factors of
i„p. Indeed, you can calculate that

Œri ; p
2� D2i„pi

r � p D3i„ � p � r

p.r � p/ D� i„pC .r � p/p:

Now, let’s consider the commutator of L � S with the first term, rp2 above. Note that S commutes
with all the operators in this term, so we can ignore it. Thus, we can calculate ŒL; rp2�. Now, note
that p2 commutes with L. This is because the hamiltonian commutes with L, and the kinetic term in
the hamiltonian is proportional to p2. Thus, we need to compute

ŒL; rp2� D ŒL; r�p2:

So we only need to compute the commutator ŒLi ; rj �. This will give us

ŒLi ; rj � D "lmi Œrlpm; rj � D "lmirl Œpm; rj � D �i„"lj irl :

So the total commutator is

ŒLi ; rjp
2� D i„"ijkrkp

2:

Now, notice that by the same calculation as above,

ŒLi ; pj � D "kji i„pk:
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On the other hand, the commutator with the second term will always have separate components of
pipj with i ¤ j by construction, so its commutator can’t cancel the first term’s commutator. This
is a complex way to solve the problem, but it nonetheless is a solution. Let’s investigate a simpler way.

Second Solution: As in the first solution, we can reduce to computing the commutator with either
the potential term or the cross product terms. Let’s try to compute the commutator with the potential
term, which is proportional to r=r . Its components are then ri=r . As before, we need to consider

ŒLi ; rj=r� D "iklrkŒpl ; rj=r�;

where we again use the fact that rk commutes with any function of r . Now, we use the fact that

Œpl ; f .r/� D �i„@lf .r/;

where @l denotes the derivative of f .r/ with respect to rl . The proof of this is simple:

Œpl ; f .r/� .r/ D �i„.@l.f  / � f @l / D �i„.@lf / :

But now we’re done:

ŒLi ; rj=r� D "iklrk@l.rj=r/ D "iklrk

�
ıjl

r
�
rj rl

r2

�
;

which is nonzero.

c) It’s enough to show that the commutator is nonzero again only for either the first terms or the last
term. We have to use the last term in this case. If we tried to use the first terms, we would actually
find that p4 commutes with them! So let’s compute

Œp4; ri=r� D p
2Œp2; ri=r�C Œp

2; ri=r�p
2;

so we only need to compute

Œp2; ri=r� D pj Œpj ; ri=r�C Œpj ; ri=r�pj ;

which is nonzero by the above calculation in the second solution for part b.

Exercise 2. Prove the variational principle,

Egs �
˝
 jH j 

˛
:

This is in Griffiths.

Exercise 3. Use the variational principle to get an approximation for the ground state energy in the Yukawa
potential

V.r/ De�˛r
e2

r
;
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using the trial function

 .r/ D

r
b3

�
e�br :

Show that when ˛ D 0, the trial function saturates the bound; why? Comment on the accuracy of the bound
you obtain as ˛ increases. Note that

r
2f .r/ D

1

r2
@r.r

2@rf .r//:

Note that we don’t need to consider any angular part to our wavefunction, because if we’re approximat-
ing the ground state energy, we know that will always be in an ` D 0 state. Indeed, the Yukawa potential is
just a screened Coulomb potential; in the Coulomb potential, the ` D 0 states are always lower energy than
the ` > 0 states (for fixed n). Thus,  .r/ is our total wavefunction. Now,

r
2 D @r

2 C
2

r
@r D .b

2
� 2b=r/ :

We can then evaluate

hH i D

*
�
„2

2m
r
2
C V.r/

+
D
4�b3

�

"
�
„2

2m

Z 1
0

.b2r2 C br/e�2br dr C e2
Z 1
0

re�.2bC˛/r dr

#
:

In order to evaluate these integrals, we need to use the identityZ 1
0

rne�ar dr D
nŠ

anC1
;

which you can prove by using induction and integration by parts. We thus get

hH i D4b3

"
�
„2

2m

�
1

4b
C

1

4b

�
C

e2

.2b C ˛/2

#
D�

„2b2

2m
C

4e2b3

.2b C ˛/2
:

We want to minimize this with respect to b, so we should solve

@b hH i D 0:

This gives

0 D
b„2

m
�

12b2e2

.2b C ˛/2
C

16e2b3

.2b C ˛/3
:

Note that after multiplying out by .2b C ˛/3, we can factor out one factor of b to get a cubic equation for
b (plus a spurious b D 0 solution), which unfortunately is not analytically tractable (sorry!). On the other
hand, when ˛ D 0, this drastically simplifies to

0 D
b„2

m
� 3e2 C 2e2;
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from which it follows that

b D
e2m

„2
:

Plugging this back in to hH i, we find

hH i D �
e4m2

2„2
;

which is exactly the first Bohr energy (in gaussian units)! This makes sense, since if ˛ D 0, the potential is
just the Coulomb potential, and our wavefunction is just .r/ D Rn0.r/! So we expect that as we turn on ˛,
the approximation we get to the energy will get worse and worse, since the true ground state wavefunction
will be farther and farther away from what we wrote down, which is basically just Rn0.r/.


